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● Metaverse Mode Maker ● AITuber #MetaChatNews 

Latest work : Generative AI in the Metaverse

Words to Textile using Stable Diffusion + Motion UGC
https://youtu.be/Lrd5i8EZxTI

Multi-Agents chat play with voice and motion expressions
https://bit.ly/MCNKWS23
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Introduction and background

● No definite definition of the “Metaverse”

● Can be seen as an iteration of our internet 
system

Seven core enablers of the metaverse by Matthew 
Ball

https://www.matthewball.vc/all/forwardtothemetaverseprimer


Our focus
● Create Research and development protocol for new metaverse user experiences and use it to 

answer our hypothesis

● Conclude on the hypothesis that  it should be possible to design the avatars with only the 
necessary functions and rendering costs. 

● Objective : create a school life karaoke experience
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Our focus

R&D procedure. This paper focuses on completing UX R&D for the HMD 
experience
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Performance benchmark
Pre production research and tools

● VR Benchmarking is critical !

● Avatar average polygon count in REALITY : 30 000, Materials : 6-14

Benchmark application Result graph

https://docs.google.com/file/d/1x3XO8z2kHeJhs7Df3ZXvF04C440sah0P/preview


Pre production research and tools
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Reflection on LookDev and character design
Pre production research and tools

● Limitate change in visuals

● Optimization and compatibility

● Coherence between appearance and use

Example of different character models used in our application. The same character can wear a vast 
variety of clothes making the compatibility and look dev that more challenging.



Pre production research and tools
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QueTra
Pre production research and tools

● Motion capture system using Meta Quests

● Creates animations compatible with Unity

● Tested in a children’s workshop

Kids workshop
https://youtu.be/bXxnUdpaX8M

QueTra application

http://www.youtube.com/watch?v=bXxnUdpaX8M


AI assisted music play
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AI Fusion principle
AI assisted music play

● Uses Standard MIDI files

● Algorithms transforms midi files into usable animations

● Layers allow for a mix of multiple animations

Example of Midi generated music play
https://youtu.be/LrB5aNikLvA

http://www.youtube.com/watch?v=LrB5aNikLvA&t=32


AI assisted music play
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Challenges
AI assisted music play

● Face tracking impossible with VR headsets

● Research on RandomForest

● Research on Audio2Face

The process to generate exaggerated facial expressions with BlendShape + LipSync from real-time 
voice and depth-camera input. 



AI assisted music play
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Proof of concepts
AI assisted music play

GV Band VR applicationMeta Dreamers short film

● MetaDreamers objectives, limitations and future focus

● GV Band, a VR music play experience
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Conclusion / Future Evaluations
● Results : two proofs of concepts which answer the initial hypothesis

● Created an atavistic experience which checks three type of validations : 1. Quality of 
communication based 
on hardware limitations

2. Identification of 
challenges in the user 
collaboration experience 

3. Verify user motion 
representation and 
complementary 
technologies

We started with the objective of an avatar-driven music play. Through various R&D, we created 
an APK application (GVBand) and a short film (MetaDreamers), which can then be evaluated.
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